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A talk about time…

• Locating current discussions about ethics and NLP (and ethics and AI more broadly) in historical perspective

• How to make time in your research practice for these considerations

• How to apply your valuable research time in the most beneficial ways
Recent ACL history

• ACL 2016 Hovy & Spruit “The Social Impact of Natural Language Processing”

• EACL 2017 First ACL Workshop on Ethics and Natural Language Processing

• NAACL 2018 Second ACL Workshop on Ethics and Natural Language Processing

• NAACL 2019 theme: The tension between data privacy and model bias in NLP

• ACL 2020 includes Ethics and NLP as a track
Recent ACL history

• March 2020, the ACL officially adopts the ACM code of ethics

• ACL/ACM code of ethics included in EMNLP 2020 call for papers

NEW: Ethics Policy
Authors are required to honour the ethical code set out in the ACM Code of Ethics. The consideration of the ethical impact of our research, use of data, and potential applications of our work has always been an important consideration, and as artificial intelligence is becoming more mainstream, these issues are increasingly pertinent. We ask that all authors read the code, and ensure that their work is conformant to this code. Where a paper may raise ethical issues, we ask that you include in the paper an explicit discussion of these issues, which will be taken into account in the review process. We reserve the right to reject papers on ethical grounds, where the authors are judged to have operated counter to the code of ethics, or have inadequately addressed legitimate ethical concerns with their work.
Recent ACL history

- March 2020, the ACL officially adopts the ACM code of ethics
- ACL/ACM code of ethics included in EMNLP 2020 call for papers
- NAACL 2021 follows suit, but with enough lead time to provide guidance to authors on writing ethics statements
- EMNLP 2020 panel: Publishing in an Era of Responsible AI: How can NLP be Proactive? Considerations and Implications
- ACL-IJCNLP 2021 also includes the ethics policy
- (NAACL 2021 and ACL 2021 include tracks on “Ethics, Bias, Fairness” and “Ethics and NLP”)
Why do we need to do this?

- “The L in NLP means language, and language means people” (Schnoebelen 2017)

- We are building technology that affects people in the world, and we therefore have a responsibility towards those people
  - People whose data we collect
  - People who will use the technology
  - People who will be affected by others’ use of the technology
Towards a typology of risks of NLP: Guiding principles

• Value sensitive design (Friedman et al 2006, Friedman & Hendry 2019):
  • Identify stakeholders
  • Identify stakeholders’ values
  • Design to support stakeholders’ values

• Sociolinguistics (e.g. Labov 1966, Eckert & Rickford 2001):
  • Variation is the natural state of language
  • Status as ‘standard’ language is merely a question of power
  • Language varieties & features associated with marginalized groups tend to be stigmatized
  • Our social world is largely constructed through linguistic behavior
### Stakeholder-centered typology

<table>
<thead>
<tr>
<th>Tech use</th>
<th>Direct stakeholders</th>
<th>Indirect stakeholders</th>
</tr>
</thead>
<tbody>
<tr>
<td>User, by choice</td>
<td>User, by choice</td>
<td>Harm to community</td>
</tr>
<tr>
<td>User, not by choice</td>
<td>User, not by choice</td>
<td>Harm to individual</td>
</tr>
<tr>
<td>Annotator, crowdworker</td>
<td>Annotator, crowdworker</td>
<td>Unwitting data contributor</td>
</tr>
</tbody>
</table>

(see also Hovy & Spruit 2016, Barocas et al 2017)
Direct stakeholders: Not by choice

- My screening interview was conducted by a virtual agent

- I can only access my account information via a virtual agent

- Access to an emergency response system requires interaction with a virtual agent first

  - ... but it doesn’t work or doesn’t work well for my language variety

    - I scored poorly on the interview, even though the content of my answers was good

    - I can’t access my account information or emergency response
Indirect stakeholders: Community harm

• *Systems are built using general webtext as a proxy for word meaning or world knowledge*

  • ... but general web text reflects many types of bias (Bolukbasi et al 2016, Caliskan et al 2017, Gonen & Goldberg 2019; see also Blodgett et al 2020)

  • autocompletion of search queries repeats & reinforces harmful stereotypes (Noble 2018)

Explored in more detail at SSNLP 11 Dec 2020
What does this mean for NLP researchers & developers?

- We have a responsibility to broaden our lens:
  - our jobs aren’t just about framing and solving technical problems
  - but also about understanding how the tech we build (or choose not to build) fits into society

- This requires a slower pace of “progress”

- Being systematic about documentation can help
Machine learning, in a nutshell

“Each machine learning problem can be precisely defined as the problem of improving some measure of performance $P$ when executing some task $T$, through some type of training experience $E$. […] Once the three components $\langle T,P,E \rangle$ have been specified fully, the learning problem is well defined” (Mitchell 2017, p.2)
Machine learning, in context

Why do we care about this task?
- build something useful
- learn about: computers, people, modeling domain

How do we collect the data?

What happens when we deploy this?

How does the task relate to the world?

How does the task model the task?

Why do we care about this task?
Recent ACL history

• ACL adopts ACM code of ethics (March, 2020)

• EMNLP 2020, NACL 2021, ACL-IJCNLP 2021 include ethics policy in CFP

• Why do we suddenly have so many more responsibilities?
Beyond ACL

• Journée d’études ATALA “éthique et TAL” 2014, organized by Karën Fort and Benoît Sagot

• FATML -> FAT* -> FAccT since 2014: Fairness, Accountability and Transparency in Machine Learning
Brief history of scientific ethics (Metcalf 2014)

• 1940s: Nuremberg trials lead to World Medical Association’s Geneva Declaration (1948) and Helsinki Declaration (1964)

• 1960s-1970s: Tuskegee, Willowbrook, Milgram, Stanford Prison and other abuses of research subjects lead to the Belmont Report and the establishment of ethics boards
Common principles of research ethics
(Metcalf 2014, p.2)

• respect for persons (autonomy, privacy, informed consent)

• balancing of risk to individuals with benefit to society

• careful selection of participants

• independent review of research proposals

• self-regulating communities of professionals

• funding dependent on adherence to ethical standards
How does this relate to NLP?

• Machine learning is often seen as “playing with data” and “solving abstract problems”

  • But: “The L in NLP means language, and language means people” (Schnoebelen 2017)

• Linguistics is not uniformly better: ethics board approval for child language work, psycholinguistic studies, and some documentary work

• So we need to do IRB review for NLP research?

  • Ethics boards tend to focus on preventing abuses of research subjects, not further downstream harms
Brief history of “Computer Ethics” (Bynum 2000)

- *Cybernetics: Or Control and Communication in the Animal and the Machine* (Wiener 1948)

- *The Human Use of Human Beings* (Wiener 1950)

- ACM Code of Ethics first adopted in 1973

- *Computer Power and Human Reason* (Weizenbaum 1976)

- 1983: Computer Professionals for Social Responsibility

- “What is Computer Ethics?” (Moor 1985)

- *Computer Ethics* (Johnson 1985)
Vision for NLP

• Engagement in discussions of ethics/societal impact that go beyond “this work is approved/unacceptable”
  • (Though some systems should not be built.)

• Working together to understand what potentials for harm there are, how to mitigate them, and how to educate the public about them

• Working together to develop best practices that help us do this work

• Move away from leaderboardism and towards work that is situated and interdisciplinary
  • (This requires a different, but healthier, time-scale.)

Ethical and scientific considerations are usually aligned!
Best practices

• Treat subjects fairly (informed consent, fair compensation)

• Abide by licenses and terms of use

• Data and model documentation (data statements, datasheets, model cards)

• Connecting model development work to specific problems in the world (with specific use cases and stakeholders)
  • Especially important in benchmark development

• Identifying stakeholders and, if possible, seeking their input

• Writing ethics statements which are proactive, rather than defensive

• Own your point of view … and learn from others’
Data Statements for NLP: Transparent documentation (Bender & Friedman 2018)

• Foreground characteristics of our datasets (see also: AI Now Institute 2018, Gebru et al 2018, Mitchell et al 2019)

• Make it clear which populations & linguistic styles are and are not represented

• Support reasoning about what the possible effects of mismatches may be

• Recognize limitations of both training and test data:
  • Training data: effects on how systems can be appropriately deployed
  • Test data: effects on what we can measure & claim about system performance
Situating ML tasks in the world

• Make time to consider, early & often, the following questions:

  • What are the use cases of the technology being developed?

  • How does the specific ML task (inputs, outputs) relate to the intended use case?

  • What are the failure modes and who might be harmed?

  • What kinds of bias are likely to be included in the training data?

• Broaden our notion of ‘scaling up’: It’s not just about large numbers but also about diverse communities & experiences with the software
When writing papers

• Data collection: clearly document how the work adheres to license conditions, standards of informed consent, and norms of fair compensation

• Identify stakeholders, and describe possible risks

• Describe what might be done to mitigate those risks:
  • what information should be exposed about how systems work
  • how might regulation be informed
  • what does the general public need to know?

• Resist the pressure to “sell” your work as a perfect, world-saving system
Own your point of view

- Norms of English-language scientific writing create a false and harmful veneer of “objectivity”
  - The “view from nowhere” doesn’t actually exist (Stitzlein 2004, Gebru 2020)
  - Adopting faux objectivity also makes it difficult to talk about harms

- Own your own point of view
  - This will help you describe possible pitfalls in your work
  - It will also help you challenge systems of power and oppression
How to make time for this

• Start here! Before committing time to model development for a task that may turn out problematic:
  
  • investigate the task
  
  • ensure fair and legal data collection
  
  • Incorporate papers on ethics/societal impacts into reading groups
  
  • Keep in mind: better not best, progress not perfection

Your time is valuable!!
How to do this as a student

• Keep a clear-eyed view of power relations

• Build networks of people to talk through concerns with

• Frame in terms of risks:
  • papers not getting accepted
  • institutions in legal trouble

• Progress, not perfection

• Ethical and scientific considerations are usually aligned!
Suggested reading

• www.acm.org/code-of-ethics

• Blodgett et al 2020 (ACL) “Language (Technology) is Power: A Critical Survey of “Bias” in NLP”

• Larson 2017 (EACL workshop) “Gender as a Variable in Natural-Language Processing: Ethical Considerations”

• Sweeney 2013 (CACM) “Discrimination in Online Ad Delivery”

• Noble 2018 Algorithms of oppression: How search engines reinforce racism

• Benjamin 2019 Race after technology: Abolitionist tools for the New Jim Code

• Agüera y Arcas, Mitchell and Todorov 2017 (medium.com) “Physiognomy’s New Clothes”

+ Radical AI Podcast www.radicalai.org
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